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Abstract— Real time signal processing applications are increasingly demanded now a day, which are used for multimedia, communication 

etc. . . . Speed is the major factor for the above application. Parallel MAC is an important element in digital signal processing, because they 

determine the execution time of the system, i.e. they have the highest delay among basic operational blocks. So in order to improve the 

speed of the system delay of MAC has to be decreased. This MAC provides high speed in multiplication and multiplication with 

accumulative addition than general MAC. This paper presents a parallel MAC based on radix-4 & radix-8 booth encodings. In this Paper, 

several methods to improve the speed of Parallel MAC has been checked, as a result Kogge Stone Ling Adder has been used instead of 

ordinary CLA to improve the speed. 

Index Terms— Carry save adder (CSA) tree, Digital signal processing (DSP), Kogge Stone Ling Adder, Multiplier and- Accumulator(MAC), 

Radix-4 Booth Encoding,  Radix-8 Booth Encoding 

——————————      —————————— 

1 INTRODUCTION                                                                     

HE multiplier and multiplier and accumulator (MAC) is 

an important element of signal processing. When a system 

is considered the longest delay will be provided by the multi-

plier. The main parts for a multiplier using Booth algorithm 

have a Booth encoder, a Wallace tree and a final adder. The 

most effective way to increase the speed of a multiplier is to 

reduce the number of the partial products because multiplica-

tion precedes a series of additions for the partial prod-

ucts[1],[2] To reduce the number of calculation steps for the 

partial products, modified Booth algorithm (MBA) has been 

applied mostly where Wallace tree has taken the role of in-

creasing the speed to add the partial products. In parallel 

MAC in order to improve the performance compared to serial 

MAC, multiplication and accumulation is combined and de-

vice a hybrid type of carry save adder (CSA). Since the accu-

mulator that has the largest delay in MAC was merged into 

CSA, thus overall performance was elevated. The CSA tree 

uses 1’s-complement-based radix-4 & radix-8 modified Booth’s 

algorithm (MBA). The CSA generates the least significant bits 

in advance to decrease the number of the input bits of the final 

adder. Also, the parallel MAC accumulates the intermediate 

results in the type of sum and carry bits instead of the output 

of the final adder. 
 

2 GENERAL MAC STRUCTURE 

In this, we discuss basic MAC operation. Basically, multiplier 
operation can be divided into three operational steps. The first 
one is booth encoding to generate the partial products. The 
second one is adder array or partial product compression and 
the last one is final addition in which final multiplication re-
sult is produced. If the multiplication process is extended to 
accumulate the multiplied result, then MAC consists of four 
steps. General hardware architecture for MAC is shown in 
fig1. It executes the multiplication operation by multiplying 
input multiplier X and input multiplicand Y. After that current 
multiplication result is added to the previous multiplication 
result Z as accumulation step [1],[2]. 
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Fig. 1. Hardware architecture of general MAC.  
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If N bit data are multiplied, the number of the generated par-
tial products is proportional to N. In order to add them serial-
ly, the execution time is also proportional to N. The architec-
ture of a multiplier, which is the fastest, uses Modified Booth 
encoding that generates partial products and a Wallace tree 
based on CSA as the adder array to add the partial products. If 
radix-4 Booth encoding is used, the number of partial prod-
ucts, i.e., the inputs to the Wallace tree, is reduced to half, re-
sulting in the decrease in CSA tree step. In addition, the 
signed multiplication based on 2’s complement numbers is 
also possible. Due to these reasons, most current used multi-
pliers adopt the Booth encoding[6]-[8]. 

 
3.PARALLEL MAC ARCHITECTURE 

 
In this section the derivation of parallel MAC and its architec-
ture is explained 

 
3.1 MAC Architecture  

: 
 If an operation to multiply two N-bit numbers and accumu-
late into a 2N-bit number is considered, the critical path is de-
termined by the 2N -bit accumulation operation. If a pipeline 
scheme is applied for each step in the standard design of Fig. 
2, the delay of the last accumulator must be reduced in order 
to improve the performance of the MAC. The overall perfor-
mance of the parallel MAC is improved by eliminating the 
accumulator itself by combining it with the CSA function. If 
the accumulator has been eliminated, the critical path is then 
determined by the final adder in the multiplier. The basic 
method to improve the performance of the final adder is to 
decrease the number of input bits. In order to reduce this 
number of input bits, the multiple partial products are com-
pressed into a sum and a carry by CSA. The number of bits of 
sums and carries to be transferred to the final adder is reduced 
by adding the lower bits of sums and carries in advance with-
in the range in which the overall performance will not be de-
graded. In addition, to increase the output rate when pipelin-
ing is applied, the sums and carrys from the CSA are accumu-

lated instead of the outputs from the final adder in the manner 
that the sum and carry from the CSA in the previous cycle are 
inputted to CSA. Due to this feedback of both sum and carry, 
the number of inputs to CSA increases, compared to general 
MAC. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
3.2 Proposed CSA Architecture:  
 
The architecture of the hybrid-type CSA that complies with 
the operation of the proposed MAC is shown in Fig. 5, Fig 6 
which performs 8* 8-bit operation. Si is to simplify the sign 
expansion and Ni is to compensate 1’s complement number 
into 2’s complement number. S[i] and C[i] correspond to the ith 
bit of the feedback sum and carry. Z[i] is the i th bit of the sum 
of the lower bits for each partial product that were added in 
advance and Z’[i]is the previous result. In addition, Pi[j] corre-
sponds to the ith bit of the j th partial product. Proposed CSA 
consists of full adders, half adders and carry look ahead ad-
ders as shown in Fig 5 and Fig 6. In this, series of CLA adders 

 

Fig. 2. Basic arithmetic steps for multiplication and accumulation 

 

 

Fig. 3. Arithmetic steps for parallel multiplication and accumula-
tion 

 

Fig. 4. Hardware architecture of parallel MAC 
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are used to generate the lower 8-bits of the final result. The 
white square in Fig 5 and Fig 6 represents an FA and the black 
square is a half adder (HA). The rectangular symbol with five 
inputs is a 2-bit CLA with a carry input. The rectangular sym-
bol with seven inputs is a 3-bit CLA with a carry input. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
4. FINAL ADDER 
 
Final adders are digital circuits that compute the addition of 
variable binary strings of equivalent or different size. Two 
types of adder are used for the addition of upper sum and 
carry bits. These are CLA and Kogge.  Traditional CLA is con-
structed by XOR, AND, and OR gates Stone Ling Adder. They 
are similar to CLA, main change is that instead of propagating 
carry a pseudo carry has been propagated. Generation of 
pseudo carry is faster than carry, so propagation delay of ling 
adder is less than CLA[9]-[12].  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Where white box represent bit generate and propagate, black 
box represent ling generate and propagate, black circles repre-
sent group generate and propagate, and diamond shape rep-
resent sum generation part and white circles represent dumpy 
cells 
 

5. EXPERIMENTAL RESULT 

 
The 8×8 bit parallel MAC based on both the booth encodings 
(i.e. Radix-4 booth encoding and Radix-8 booth encoding) is 
designed in VHDL using Modelsim 10.1b and the functionali-
ties of the algorithms are verified by Leonardo Spectrum LS 
2009 a-6 

Table1.  

Comparison result of 8 bit MAC 

 

 MAC 
4 

CLA  

MAC 4 
KOGGE 
STONE  
LING  

ADDER  

MAC 8 
CLA  

MAC 8 
KOGGE 
STONE 
LING 

ADDER 

GATES  1169  1344  1876  2054  

DELAY 
(ns)  

10.26  9.43  11.39  10.27  

 

 
Fig. 5. CSA architecture for 8-bit MAC based on radix-4 booth 
encoder 

 

 
Fig. 6. CSA architecture for 8-bit MAC based on radix-8 booth 
encoder 

 

 
Fig. 7. Kogge Stone Ling Adder 
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6. CONCLUSION 
An 8x8 multiplier-accumulator (MAC) is presented in this 

work. A Radix 4and Radix8 Modified Booth multiplier circuit 

is used for MAC architecture. Compared to other circuits, the 

Booth multiplier has the highest operational speed and less 

hardware count. Parallel MAC based on Radix-4 and Radix-8 

is high speed MAC compared to general MAC. By using Ra-

dix-4 the number of partial product get reduced to N/2 for N 

bit and by Radix-8 the number of partial product get reduced 

to (N+1/3). In this for Radix 4 the number of partial product is 

four and for Radix 8 it is three.  So the CSA array for Radix-8 is 

smaller than Radix-4. But the encoder for Radix-4 is simpler 

than Radix-8, so the total performance of Radix-4 is better than 

Radix-8. In this project an eight bit Kogge stone ling adder has 

been used as the final adder instead of Carry Look Ahead ad-

der. By using this number of gates gets increased to a small 

percentage by the time delay gets reduced, i.e. speed get in-

creased. 
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Fig. 8. Simulation result of Pipelined 8-bit MAC based on 
radix-4 modified booth encoder 

 


